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Natural Language Processing Centre, Faculty of Informatics, Masaryk University,
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Abstract: The paper describes two experiments with named entity discovery and alignment for English-Czech paral-
lel data. In the previous work, we enriched the Parallel Global Voices corpus with named entity recognition
(NER) for both languages and named entity linking (NEL) annotations for English. The alignment experi-
ment employs sentence transformers and cosine similarity to identify NE translations from English to Czech
and possibly other languages. The discovery experiment uses the same method to find possible translations
between named entities in English and Czech n-grams. The described method achieves an F1 score of 0.94 in
finding alignments between recognized entities. However, the same method can also discover unknown named
entities with an F1 score of 0.70. The result indicates the method can be used to recognize named entities in
parallel data in cases where no NER model is available with sufficient quality.

1 INTRODUCTION

In the previous work (Nevěřilová and Žižková, 2024),
we introduced an efficient method for creating paral-
lel named entity (NE) datasets. We benefited from an
existing resource, the Parallel Global Voices (Proko-
pidis et al., 2016), and existing named entity recog-
nition (NER) annotation models. For English, we
used the dslim/bert-large-NER model from Hug-
gingFace (Devlin et al., 2018; Tjong Kim Sang and
De Meulder, 2003). For Czech, we used the Czert-
B multi-purpose model (Sido et al., 2021). In the
project, we performed named entity linking (NEL) to
Wikidata. Finally, we published a dataset where the
parallel sentences have another two layers of anno-
tation: NER annotation for both languages (classes
PERson, LOCation, ORGanization, and MISCella-
neous) and NEL into Wikidata QNames for the En-
glish part of the dataset.

For the disambiguation of English NEs, we used
the OpenTapioca platform (Delpeuch, 2020) with
a re-ranking method that uses sentence transform-
ers1 (Reimers and Gurevych, 2020). We proved in
(Nevěřilová and Žižková, 2024) that re-ranking via
sentence transformers was more precise than the de-
fault OpenTapioca linking approach. We use sentence

a https://orcid.org/0000-0002-7133-9269
1Particularly, we used the model from https://

huggingface.co/sentence-transformers/all-MiniLM-L6-v2

transformers for NE alignment and translation in this
follow-up work. The goal is to establish links to Wiki-
data from the Czech part of the dataset. To our knowl-
edge, there is no NEL dataset for Czech NEs.

In general, the NEs can be linked to other ontolo-
gies as well. We selected Wikidata since it contains
translations of many QNames to Czech, and later, we
can compare the translations with those found in the
corpus. The ultimate goal is to establish an efficient
method for building datasets with NER and NEL an-
notations for mid- or low-resourced languages from
parallel data.

We conducted two experiments: one was to find
alignments between already discovered NEs, and the
second was to find the translated NEs. In the sec-
ond experiment, we removed the previous annotation
and let the model discover translations using similar-
ity measures between English NEs and all possible
n-grams with n up to 3.

1.1 Paper Outline

Section 2 lists similar projects focusing on NE trans-
lation from English to less-resourced languages. Sec-
tion 3 describes the dataset we used, and Section 4
describes the algorithm that can tackle cases different
from 1:1 translations. In Section 5, we present two ex-
periments. The first is relatively straightforward, pro-
ducing alignment between already recognized enti-
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ties. The second shows that sentence transformers can
be used to discover NE translations. We discuss dif-
ferences that can occur in translations of the NEs, es-
pecially the change of part-of-speech and entity type.
Section 7 discusses the need for new datasets with NE
annotation.

2 RELATED WORK

In the early days, named entity translation has been
described, e.g., in (Al-Onaizan and Knight, 2002),
which proposes an algorithm for translating NEs be-
tween English and Arabic. In (Awadallah et al.,
2007), the authors propose a system for NE transla-
tion between English and Arabic.

Authors of (Fu et al., 2014) propose a general
framework to generate large-scale NER training data
from parallel corpora using an English-Chinese par-
allel corpus. The aim is to improve Chinese NER
using English data. A chunk symmetry strategy and
English-Chinese transliteration model are used in (Li
et al., 2021b).

Named entity translation is closely related to ter-
minology extraction and translation as explored, e.g.,
in (Deléger et al., 2006). The paper describes us-
ing word alignment in parallel corpora to extract
new term translations automatically. The work fo-
cuses on translating medical terminology from En-
glish to French. Terminology extraction in multilin-
gual data has also been proposed as a CLEF-ER chal-
lenge (Rebholz-Schuhmann et al., 2013).

In our first experiment, the translation candidates
were found in previous work, so the task is only to es-
tablish alignment between appropriate candidates. A
similar (but harder) task is aligning English NE an-
notations with other languages. Transformer models
are used, e.g., in (Li et al., 2021a), for alignment of
NEs in German, Spanish, Dutch, and Chinese, with
F1 ranging from 0.71 to 0.81.

Named entity recognition and linking are also re-
lated to ontologies and knowledge graphs. In the pa-
per (Stanković et al., 2024), the authors prepared a
NER-annotated Italian-Serbian corpus comprising lit-
erary works translations. The paper focuses on se-
mantic interoperability as one of the key aspects of
linked data and digital humanities.

3 THE PARALLEL DATASET

Parallel Global Voices (PGV (Prokopidis et al.,
2016)) is a massively parallel (756 language pairs),
automatically aligned corpus of citizen media stories

translated by volunteers. The Global Voices commu-
nity blog contains several guides, including the Trans-
lators’ guide2. It contains recommendations to “lo-
calize” whenever possible. Also, it mentions English
as the most significant source language. However,
according to authors of the PGV (Prokopidis et al.,
2016), the source language for the translation cannot
always be reliably identified.

PGV contains texts crawled in 2015, reporting “on
trending issues and stories published on social media
and independent blogs in 167 countries” (Prokopidis
et al., 2016).

The corpus contains the Global Voices (GV) top-
ics about politics and elections; civil, sexual, and
socio-economic rights; disasters and the environment;
demonstrations and police reaction; labor; and spe-
cific geographic regions. In addition, the corpus con-
tains articles about the organization of the GV net-
work, culture, and online media.

The sentence-level alignment has been done au-
tomatically. Sometimes, sentence boundaries are in-
correctly detected, e.g., on initials inside people’s
names. The Czech-English pairs (450 documents) are
in aligned 1:1 in 86% of cases, the rest are 1:2, 2:1,
1:0, and 0:1 alignments.

We used existing NER models for pre-annotation.
They performed well in precision: a BERT-
based (Devlin et al., 2018) model achieved 0.70 pre-
cision in the MUC-5 strict evaluation scheme (Chin-
chor and Sundheim, 1993), and Czert-B achieved 0.73
precision in the same evaluation scheme. On the other
hand, the recall of English and especially Czech mod-
els was low: 0.41 and 0.18, respectively, in the MUC-
5 strict evaluation scheme.

In (Nevěřilová and Žižková, 2024), we set up
the annotation task with detailed instructions follow-
ing the UniversalNER (Mayhew et al., 2024) annota-
tion scheme. We have shown that manual annotation
could be performed relatively efficiently using high-
precision/low-recall pre-annotations.

When set up wisely, the annotation environment
allows the production of high-quality annotations
quickly: annotation median time was around 4.5 sec-
onds, and the inter-annotator agreement was Cohen-
κ=0.91. We used the LabelStudio3 for annotation.
The screenshots in Figures 2 and 1 are from this tool.

2https://community.globalvoices.org/guide/
lingua-guides/lingua-translators-guide/

3https://labelstud.io/
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Figure 1: Example with multiple translations: The organi-
zation name is mentioned and translated. The model estab-
lishes two alignments.

4 ALGORITHM FOR NAMED
ENTITY ALIGNMENT

For the parallel sentence pairs with marked NEs,
we established the following algorithm that finds the
translation:

Data: pairs of English–Czech sentences with
annotated named entities

Result: pairs of English–Czech named
entities

encode all NEs into embeddings using
sentence transformers4

calculate cosine similarities matrix for NEs in
source and target languages

while similarity matrix ̸= zero matrix do
find the most similar pair (i, j) if NEs at
positions (i, j) share the same class then

establish an alignment R(i, j); set all
similarities in row i and column j
with a similarity lower than a
threshold to 0;

end
end

Algorithm 1: NE alignment for annotated pairs of sen-
tences.

The reason for such an apparently complicated al-
gorithm is that the translations are not necessarily 1:1.
As shown in Figure 1, in some cases, a foreign NE is
mentioned and translated to Czech in the same sen-
tence. The algorithm does not discard an already used
NE; instead, it tries to find other similarities with the
NE.

The downside of this approach is that the algo-
rithm cannot distinguish the order of the NEs. Fig-
ure 2 shows the annotation corrected manually. The
model proposed relations between all mentions of
Nigeria.

Figure 2: Example with multiple NE occurrences: Nigeria
is mentioned two times. The model can find the translation
but finds relations between all occurrences without preserv-
ing their order.

5 RESULTS

We evaluated the proposed alignments against man-
ual annotation. We selected the MUC-5 evaluation
scheme(Chinchor and Sundheim, 1993).

The MUC-5 distinguishes five cases:
• CORrect – the predicted value equals the ground

truth
• INCorrect – the predicted value does not equal the

ground truth (in NER evaluation, this is used for
an incorrect label)

• PARtially correct – in NER, a partial overlap be-
tween predicted and ground truth data exist

• MISsed – prediction did not find a value
• SPUrious – prediction found a false positive value

5.1 Experiment 1: Find Alignments
Among Annotated NEs

We only considered COR, MIS, and SPU cases where
the alignment was correctly established, missed, or
added extra, respectively.

We selected a subset of 20 documents for manual
annotation. The subset contains 590 sentence pairs,
373 containing entities, and 320 containing relations.
The total numbers of entities are 763 and 684 for
sources and target languages, respectively. One NE
pair per sentence pair is the most common situation.
The ground truth contains 539 entity pairs.

The results for different similarity thresholds are
presented in Table 1. The threshold does not affect
the results significantly since, in most cases, there is
only one possibility of aligning the NEs.

5.1.1 Discussion

The similarity threshold can be the subject of further
experiments. When set too high, similar NEs with
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Table 1: Number of CORrect, MISsed, and SPUrious align-
ments, together with precision (P), recall (R), and F1 for
different similarity thresholds T .

T COR MIS SPU P R F1
0.2 569 43 32 0.95 0.93 0.94
0.3 568 44 33 0.95 0.93 0.94
0.4 568 44 34 0.94 0.93 0.94
0.5 568 44 35 0.94 0.93 0.93
0.6 568 44 37 0.94 0.93 0.93
0.7 568 44 38 0.94 0.93 0.93
0.8 567 45 39 0.94 0.93 0.93
0.9 564 48 40 0.93 0.92 0.93

different parts of speech can be missed. In addition,
the embedding similarity can differ from language to
language, i.e., the similarity between an English NE
and its Czech translation can be higher than between
an English NE and its Macedonian translation.

The similarity threshold was set to 0.2. How-
ever, we could see that the model incorrectly trans-
lated similar NEs, such as Adidas to Nike.

On the other hand, the model can find NE trans-
lations, even if they are incomplete or contain typos.
This observation encouraged us in the second experi-
ment.

5.2 Experiment 2: Discovering New
Entities

In this case, we simplified the algorithm only to take
the most similar pair of English NE and Czech n-
gram. We set up the maximum n to 3 since the major-
ity of the NEs are one-word, two-word, or three-word
expressions. We were aware that longer NEs can only
be found partially with this method.

We selected the MUC-5 schema for evaluation
since it is more informative than an F1. In addition,
we were aware that we should not include longer NEs,
so incorporating a partial match seemed to be a good
option.

For the comparison, we discarded trailing punc-
tuation, including quotes and brackets. We also re-
moved the possessive ’s since there is no strong agree-
ment on whether it should be part of the NE.

The results with the test subset are as follows:
• Correct: 399
• Incorrect: 28
• Partial: 79
• Missed: 33
• Spurious: 94

According to the MUC-5 evaluation schema, the
precision of the method is 0.67, recall is 0.74, and F1
score is 0.70.

The error analysis showed that some partial
matches contained additional common words, such
as articles. In other cases, the partial matches were
correct translations but incorrect NEs. For example,
Amitié Hospital translates as nemocnice Amitié; how-
ever, in the Czech data, only the word Amitié is an-
notated as an NE. A similar situation holds for many
spurious NEs, where, e.g., Chinese is annotated as an
NE, while its Czech translation čı́nský is not.

5.2.1 Discussion

In this experiment, we did not consider other possi-
ble n-gram features, such as similarity to English NE
or uppercase. Even though the method was set up
straightforwardly, we achieved reasonable results. In
experiments with other languages, we need to con-
sider different coverages of the other languages in the
sentence embedding model. We expect low-resourced
languages to have lower similarities with English than
Czech, a mid-resourced language.

5.3 Cross-Lingual Named Entity
Annotation Issues

The UniversalNER community does not agree yet on
how to annotate possessives. Since English posses-
sives are (proper) nouns with the ’s, they are easily
considered (proper) nouns within the NER task. On
the other hand, Slavonic languages use two compet-
ing strategies on how to express possession: geni-
tive noun phrases (e.g., kniha pana profesora, book
of the professor meaning professor’s book) and pos-
sessive adjectives (e.g., Alicina kniha, Alice’s book).
As described in (Janda and Townsend, 2000), adjec-
tives formed from names of human males (with suffix
-ův) and females (with suffix -in) have a paradigm dis-
tinct from other adjectives in Czech. The translations
found in the dataset are not exact since sometimes the
part-of-speech is not preserved.

A related issue is in translation pairs that contain a
noun in English but an adjective in Czech. For exam-
ple, pekingská policie is (correctly) translated as Bei-
jing police. From the NER annotation point-of-view,
the Czech expression is not an NE, while Beijing is a
LOCation. Our method cannot find an NE translation,
although the expressions can be translated.

In some cases, we observed the inverse case. For
example, African stories are translated as přı́běhy
Afriky (using a genitive noun phrase). In such cases,
the NEs are not translated at all since African is an
entity of type MISC (similar to national origin). In
contrast, Afrika (Africa) is a LOCation.
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6 DISCUSSION

Although NER is a common NLP task that is solved
very well in high-resourced languages, we argue that
using well-established benchmarks such as ConLL-
2003 (Sang and Meulder, 2003) for training new mod-
els is not always the best choice.

The English part of the ConLL-2003 is from the
news stories of the Reuters corpus from 1996 to 1997.
Although the PGV dataset is the same domain – news
texts – we observed a considerable shift in topics and
style.

In the English ConLL-2003 training data, the most
prevalent LOCations are the U.S., Germany, Aus-
tralia, Britain, and France. In PGV, the most fre-
quent LOCations are China, Hong Kong, Mexico,
Russia, and Iran. A similar shift in focus is visible
from the most prevalent person names – Clinton in
ConLL-2003 and Erdogan in PGV. In PGV, many per-
son names do not start with uppercase since they are
social media nicknames (e.g., @realDonaldTrump).
Sometimes, social media nicknames refer to organi-
zations (e.g., @greenpeaceindia).

In the previous work (Nevěřilová and Žižková,
2024), we discovered that even the state-of-the-art
NER model5 that performed well on the ConLL-2003
benchmark had issues with recall on PGV. The preci-
sion of the model was lower on PGV (0.77 for exact
match, 0.82 for partial match) than reported on the
ConLL-2003 data (0.91). The recall dropped more
significantly from 0.92, reported by the author of the
model, to 0.45 and 0.49 for exact and partial matches,
respectively, on PGV data.

The most frequently missed entities were person
names that do not start with uppercase and organi-
zation names. The incorrect annotation appeared be-
tween classes ORG, PER, and MISC since MISC con-
tains artwork, product, and media names and nation-
alities, languages, and social group names. We think
that providing more recent data that reflect the shift
of journalism towards social media can be benefi-
cial even for high-resourced languages, not speaking
about the mid- and low-resourced ones.

7 CONCLUSION AND FUTURE
WORK

The result of our task is two-fold: we have proposed a
straightforward method that aligns already annotated
data. We also discovered the same method can be

5Particularly, BERT Large NER from https:
//huggingface.co/dslim/bert-large-NER

used to annotate parallel data using only English NE
annotation. Possible improvements comprise variable
maximum n-gram length and additional information,
such as capitalization.

We used the same method (sentence embedding
similarity) for two cases: finding alignments be-
tween English and Czech NEs and discovering NE
translations in Czech. We plan to experiment with
other language pairs. The goal is to provide an ef-
ficient method for NE annotation in mid- and low-
resourced languages. The efficiency can be achieved
by pre-annotations composed of high-precision (pos-
sibly low-recall) NER model annotations and NE
translation.

Apart from the method, this work’s contribution
is a new NEL-annotated dataset for Czech. The
dataset is published in the CLARIN repository6 under
the Creative Commons – Attribution 4.0 International
(CC BY 4.0), and all Python codes are published in
the GitLab repository7.
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