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The differential diagnosis of brain diseases by magnetic resonance imaging (MRI) is a crucial step in the diag-
nostic process, and deep learning (DL) has the potential to significantly improve the accuracy and efficiency of
these diagnoses. This study focuses on creating an ensemble learning (EL) model that utilizes the ResNet50,
DenseNet121, and EfficientNetB1 architectures to concurrently and accurately classify various brain condi-
tions from MRI images. The proposed ensemble learning model identifies a range of brain disorders that
encompass different types of brain tumours, as well as multiple sclerosis. The proposed model trained on two
open source datasets, consisting of MRI images of glioma, meningioma, pituitary tumours, non-tumour and
multiple sclerosis. Central to this research is the integration of gradient-weighted class activation mapping
(Grad-CAM) for model interpretability, aligning with the growing emphasis on explainable Al (XAI) in med-
ical imaging. The application of Grad-CAM improves the transparency of the decision-making process of the
model, which is vital for clinical acceptance and trust in Al-assisted diagnostic tools. The EL model achieved
an impressive 99.84% accuracy in classifying these various brain conditions, demonstrating its potential as
a versatile and effective tool for differential diagnosis in neuroimaging. The model’s ability to distinguish
between multiple brain diseases underscores its significant potential in the field of medical imaging. Addition-
ally, Grad-CAM visualizations provide deeper insights into the neural network’s reasoning, contributing to a

more transparent and interpretable Al-driven diagnostic process in neuroimaging.

1 INTRODUCTION

Early and accurate diagnosis of brain conditions is es-
sential for effective treatment. Magnetic resonance
imaging (MRI) plays a crucial role in this process
(Anantharajan et al., 2024; Zebari et al., 2024), but
interpreting these images requires specialized knowl-
edge and can be time-consuming (Segato et al., 2020).
Recently, deep learning (DL) algorithms have become
powerful tools for medical image analysis, improv-
ing diagnostic accuracy and efficiency (Arbabshirani
et al., 2018; Lopatina et al., 2020). DL, a subset of
Artificial intelligence (Al), trains neural networks on
large datasets for tasks like classification, detection,
and segmentation. DL models have shown promise
in identifying brain pathologies, including tumours
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and neurodegenerative diseases (Segato et al., 2020).
MS, a severe autoimmune disease affecting the cen-
tral nervous system, is common in many countries
and often leads to non-traumatic neurological im-
pairment in young people (Dobson and Giovannoni,
2019; Browne et al., 2014). MS diagnosis relies on
McDonald’s criteria (Thompson et al., 2018), which
require clinical and imaging evidence, necessitating
clinical expertise (Lopatina et al., 2020). Several
studies have demonstrated the potential of machine
learning and deep learning in MS diagnosis (Macin
et al.,, 2022; Reddy et al., 2023; Ekmekyapar and
Tasc1, 2023; Bibi et al., 2024a). Brain tumours are
also require precise identification for effective man-
agement (Nair et al., 2023). MRI modalities like T1w,
T2w, and FLAIR provide essential contrasts for le-
sion identification, but interpreting these images is
complex. Computer-aided diagnosis (CAD) systems
aid in tumour detection (Esmaeili et al., 2021). DL
models, including CNNs, have achieved high accu-
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racy in tumour detection, segmentation, and classifi-
cation. Techniques like CAM, SHAP, and LIME im-
prove model interpretability, aiding medical profes-
sionals (Zhang et al., 2022; Bibi et al., ).

Despite progress, challenges remain in applying
DL to diverse brain conditions. The diagnosis of
overlapping diseases, such as MS and brain tumours,
can be challenging, and Al aids in this process (Shafi
et al., 2021). Most studies focus on specific diseases,
which limits their scope. Yousaf et al. (Yousaf et al.,
2023) proposed a CNN method to detect tumours and
ischemic stroke with high accuracy. Talo et al. (Talo
et al., 2019) used pre-trained CNN models to classify
various brain diseases, with ResNet-50 achieving the
highest accuracy. Shafi et al. (Shafi et al., 2021) pro-
posed an SVM-based ensemble classifier for tumour
and MS lesion classification.

These studies underscore the need for models to
diagnose multiple brain diseases simultaneously. The
black-box nature of DL models poses a challenge in
clinical settings, where understanding the rationale
behind a diagnosis is crucial. Incorporating explain-
ability into DL models is necessary for transparency
and trust. Our proposed study uses an ensemble learn-
ing model to classify multiple brain conditions from
MRI images, including various tumours and MS,
which goes beyond the typical single-disease focus of
previous studies. Using Grad-CAM for interpretabil-
ity, it enhances transparency and trust in the diag-
nostic process, providing insights into the model’s
decision-making. The proposed model demonstrates
high accuracy (99.84%) in diverse datasets. Further-
more, our future work will further validate the Grad-
CAM visual evaluations with clinical insights, ensur-
ing the practical applicability of the model in different
clinical settings.

2 MATERIALS AND METHODS

2.1 Dataset Description

The foundation of this study lies in the combination of
two publicly available datasets, which are instrumen-
tal in the classification of brain conditions through
MRI imaging: the Brain Tumour MRI Dataset (Nick-
parvar, 2021) and the Multiple Sclerosis dataset Mus-
lim et al. (Muslim et al., 2022). The datasets pro-
vide a diverse range of images, crucial for training
and validating the deep learning model. The distribu-
tion of images across different classes in the dataset
is shown in Table 1, and representative samples from
both datasets are illustrated in Figure 1.

2.1.1 Brain Tumour MRI Dataset

The Brain tumour MRI dataset (Nickparvar, 2021)
comprehensively aggregates data from three sources:
figshare (Cheng, 2017), the SARTAJ dataset (Bhu-
vaji et al., 2020) and Br35H: Brain tumour Detection
2020. This dataset is integral to the study and con-
tains a total of 7023 human brain MRI images. These
images are classified into four categories: Glioma,
meningioma, no-tumour, and pituitary. According
to Nickparva (Nickparvar, 2021) during the dataset
preparation phase, a detailed examination revealed
misclassification issues with Glioma images from the
SARTAJ dataset. This discovery was supported by
a comparative analysis of similar research work and
performance evaluations of various models. To rec-
tify this, the Glioma images of the SARTAJ dataset
were replaced with accurately classified images from
figshare, ensuring the integrity and reliability of the
dataset (Nickparvar, 2021).

2.1.2 Multiple Sclerosis Dataset

The Multiple Sclerosis dataset is derived from a com-
prehensive study by Muslim et al. (Muslim et al.,
2022). This dataset is crucial for the study’s objective
of extending its classification capabilities beyond tu-
mours. Includes T1-weighted, T2-weighted, and Flair
magnetic resonance images of 60 MS patients. T1-
weighted images selected from this dataset because
the tumour dataset contains T1-weighted images.

Table 1: Image distribution across training and validation
and testing datasets for each class.

Class Training Validation Testing
MS 1210 150 150
Glioma 1321 150 150
Meningioma 1339 153 153
Control 1595 202 203
Pituitary 1457 150 150

2.2 Methods

The Methodology of the study involves in dataset’s
preprocessing, model selection, training, and the ap-
proach to interpreting the model’s results.

2.2.1 Preprocessing

A critical preprocessing step, particularly for the
MS dataset, involved selecting 2D slices from T1-
weighted magnetic resonance images containing MS
lesions by comparing them with segmented binary
masks created by three radiologists and a neurologist.
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Figure 1: Representative images for each class in the dataset.

The dataset was divided into training, validation, and
testing sets, following the distribution demonstrated
in Table 1, with approximately 80% allocated for
training, 10% for validation, and 10% for testing. All
images from the Brain Tumour and MS datasets were
normalized using the mean and standard deviation of
the ImageNet dataset and resized to a uniform dimen-
sion of 240x240 pixels to ensure consistency across
the datasets and optimize processing conditions.

2.2.2 Model Training

The training process involved selecting state-of-the-
art convolutional neural network architectures known
for their proficiency in image classification tasks.
DenseNet121 (Huang et al., 2017), EfficientNetB1
(Tan and Le, 2019), and ResNet50 (He et al., 2015)
were chosen due to their proven success in medical
imaging. These models were pre-trained on the Im-
ageNet dataset to leverage transfer learning, enabling
faster convergence and enhanced performance.

The models were trained using the Adam opti-
mizer, with categorical cross-entropy as the loss func-
tion. Training was conducted with a batch size of 32
for up to 50 epochs. Early stopping, based on val-
idation loss, was implemented to prevent overfitting.
An ensemble model was created by averaging the pre-
dictions of the three architectures, effectively combin-
ing their strengths to enhance classification accuracy.
Training and testing were performed on a MacBook
M2, utilizing its computational capabilities for effi-
cient processing of the models and datasets.

2.2.3 Model Explainability

Understanding the decision-making process of the
model is crucial to validate its effectiveness in clin-
ical applications. Gradient-weighted class activation
mapping (Grad-CAM) used for each individual model
to achieve this. Grad-CAM generates heatmaps high-
lighting the regions in MRI images that significantly
influenced the model’s classification decisions, pro-
viding visual explanations of the model’s reasoning.
Grad-CAM works by using the gradients flowing
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into the final convolutional layer to produce a local-
ization map of important regions in the image. This
technique ensures that the model focuses on relevant
anatomical structures, such as tumour boundaries and
internal lesions, which are critical for accurate diag-
nosis. For multiple sclerosis, it highlights the lesions
essential for correct identification.

These visualizations can help validate the model’s
predictions against clinical expectations, ensuring
that the AI’s decision-making process aligns with
medical knowledge. By examining the heatmaps, re-
searchers and clinicians can detect potential model bi-
ases or errors, indicating areas needing further train-
ing or adjustment.

3 RESULTS AND DISCUSSION

3.1 Model Performance

The findings of this study demonstrate the high accu-
racy of classifying various brain diseases using mag-
netic resonance images from diverse datasets. These
results represent significant advancements over ex-
isting studies, as shown in Table 2, which com-
pares methodologies, accuracy, and the incorporation
of explainable AI across related works. The pro-
posed models ResNet50, DenseNet121, and Efficient-
NetB1 achieved accuracies of 99.13%, 99.38%, and
99.13%, respectively. When combined in an ensem-
ble approach, the classification accuracy improved to
99.84%, surpassing the performance of earlier stud-
ies, such as Shafi et al. (Shafi et al., 2021), which
reported an accuracy of 97.957% for classifying mul-
tiple sclerosis and tumours. Additionally, integrating
Grad-CAM enhanced transparency by providing vi-
sual explanations of the model’s predictions, building
trust for clinical applications.

The confusion matrices shown in Figures 2a, 2b,
and 2c illustrate the classification performance of
ResNet50, DenseNet121, and EfficientNetB 1, respec-
tively. Diagonal elements represent correctly classi-
fied instances, while off-diagonal elements indicate
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Table 2: Comparison of the proposed model with existing studies.

Author Classification Methodology Accuracy XAl
(Magsood et al., 2022) 3 Tumour types CNN 97.47%, 98.92%  Yes
(Gaur et al., 2022) 3 Tumour types, Healthy CNN 94.64% Yes
(Agrawal et al., 2024) 3 Tumour types CNN-based classifier 96.4% No
(Shafi et al., 2021) 3 Tumour types, MS Ensemble classifier 97.957% No
Proposed Approach 3 Tumour types, MS, and Healthy Ensemble Learning 99.84% Yes

misclassifications. ResNet50 and EfficientNetB1 per-
formed comparably, achieving high accuracy across
all classes. DenseNetl121 demonstrated superior per-
formance with fewer misclassifications in overlapping
classes, likely due to its deeper architecture, which is
adept at capturing finer features. These observations
emphasize the complementary strengths of the indi-
vidual models, which are effectively leveraged in the
ensemble to further reduce errors.

The high accuracy achieved by the EL model in
this study is encouraging for the application of deep
learning models in healthcare, particularly in radiol-
ogy and neurology. The ability to accurately and effi-
ciently diagnose various brain conditions using MRI
scans can significantly assist clinicians in making
informed decisions and providing timely treatment.
However, the performance of the model in a con-
trolled study may differ when applied in clinical prac-
tice, where data variability and patient demograph-
ics are more diverse. The study’s reliance on spe-
cific datasets raises questions about the model’s per-
formance across different imaging technologies and
patient groups.

3.2 Grad-CAM Visualizations

Grad-CAM visualizations, shown in Figure 3, provide
critical insights into the model’s decision-making pro-
cess by highlighting the regions within MRI scans that
most significantly influenced its classifications. For
tumour cases, the visualizations typically emphasize
the boundaries and internal structures, while for mul-
tiple sclerosis, they focus on lesion areas that are es-
sential for accurate diagnosis.

While Grad-CAM provides valuable interpretabil-
ity, the visualizations also reveal certain areas for
improvement in the models. For DenseNetl121, the
heatmaps occasionally highlight regions outside the
brain, such as the skull or surrounding areas, rather
than the critical brain structures. This misfocus re-
quires refinement to ensure that the model consis-
tently concentrates on relevant anatomical regions for
more reliable predictions.

A similar issue is observed in the case of multi-
ple sclerosis, where the heatmaps sometimes empha-

size the skull or external regions instead of focusing
solely on the lesion areas. This unintended focus may
hinder the model’s ability to reliably diagnose MS and
should be addressed in future iterations to enhance ac-
curacy.

In the case of pituitary tumours, the heatmaps
predominantly highlight the tumour boundaries, with
less focus on the internal structures of the tumour.
While boundary emphasis is important for delin-
eation, a more balanced focus on both the boundaries
and the interior regions of the tumour could enhance
the model’s diagnostic reliability.

By producing these heatmaps that localize impor-
tant regions in each image, Grad-CAM bridges the
gap between deep learning outputs and clinical un-
derstanding. These visualizations enable clinicians
to validate the Al model’s focus areas against es-
tablished diagnostic criteria, ensuring alignment with
medical expertise.

Additionally, Grad-CAM supports the identifica-
tion of model biases or inaccuracies (Bibi et al.,
2024b), such as the aforementioned issues with
DenseNet121, MS and pituitary tumour visualiza-
tions, highlighting areas that need further refinement.
Addressing these limitations is crucial for improv-
ing model robustness and ensuring reliable applica-
tion in clinical workflows. Continued advancements
in explainable Al, coupled with thorough validation in
real-world settings, are essential to foster widespread
adoption and clinical confidence.

4 CONCLUSION

The Ensemble learning model used to classify vari-
ous brain conditions from MRI scans with a high ac-
curacy of 99.84%. This approach is broader than typ-
ical single-disease studies. It successfully identifies
different brain tumours, such as glioma, meningioma,
and pituitary tumours, and it can also differentiate be-
tween brain images of non tumour and multiple scle-
rosis. A key aspect of the research is the use of Grad-
CAM to visualize the MRI areas that influence the
predictions of the model, which validated its accu-
racy. Although promising, the study notes limitations
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Figure 2: Confusion matrices for (a) ResNet50, (b)
DenseNet121, and (c) EfficientNetB1. Each matrix repre-

sents the classification performance of the respective model
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such as data dependence and potential variability in
different clinical settings. The findings point to the
potential of deep learning models such as EL to accu-
rately and efficiently diagnose brain conditions, sug-
gesting further tests in various clinical settings.

Future work will involve expanding model train-
ing and testing on larger, more diverse datasets, in-
cluding a wider range of patient demographics and
imaging techniques. We will also validate the Grad-
CAM results with clinical insights to ensure the
model’s reliability and applicability in real-world
clinical scenarios.
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