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{apicpas, joataap, vivancos, agarcia}@upv.es

Keywords: Cognitive Distortion, Cognitive Distortion Recognition, Large Language Model, Affective Computing,
Mental Health.

Abstract: This paper explores the application of Large Language Models (LLMs) for the classification of cognitive
distortions in humans. This is important for detecting irrational thought patterns that may negatively influence
people’s emotional state. To achieve this, we evaluated a range of open-source LLMs with varying sizes and
architectures to assess their effectiveness in the task. The results show promising results of the recognition
capabilities of these models, particularly given that none of them were specifically fine-tuned for this task
and were solely guided by a structured prompt. The results allow us to see a trend where larger models
generally outperform their smaller counterparts in this task. However, architecture and training strategies are
also important factors, as some smaller models achieve performance levels comparable to or exceeding larger
ones. This study has also allowed us to see the limitations in this field: the subjectivity factor that may exist
in the annotations of cognitive distortions due to overlapping categories. This ambiguity impacts both human
agreement and model performance. Therefore, future work includes fine-tuning LLMs specifically for this
task and improving the quality of the dataset to improve performance and address ambiguity.

1 INTRODUCTION

Today’s lifestyle, socioeconomic problems, stress and
unwanted loneliness have led to an increase in men-
tal health problems that exceed the capacity of health
systems. Artificial intelligence can help to solve this
problem contributing to improve the mental health by
providing support to therapists and professionals, as
well as facilitating the personalization and continuous
monitoring of mental health (Uban et al., 2021).

According to the APA online dictionary, a cog-
nitive distortion is a “faulty or inaccurate thinking,
perception, or belief” (APA, 2024). Cognitive distor-
tions are non-rational thoughts that alter our percep-
tion of events in our environment, and consequently
our emotional state and behaviour (Yurica and DiTo-
masso, 2005). Cognitive distortions reflect an internal
biases view of reality which increases the likelihood
of mental illnesses, such as depression (Beck, 1963;
Beck, 1964; Blake et al., 2016; Mahali et al., 2020;
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Jager-Hyman et al., 2014).
It is normal for cognitive distortions to appear oc-

casionally in our lives. They often appear as a con-
sequence of periods of high stress or traumatic events
and can occur more or less frequently in all people.
The problem appears when this way of interpreting
reality does not disappear and becomes a common
bias in the perception of our environment. When a
person reasons using a cognitive distortion, he or she
is hardly aware of the bias that is occurring in his or
her interpretation of reality. This is one of the reasons
why a person is often unaware of the occurrence of a
cognitive distortion (Beck, 1995).

The difficulty of detecting cognitive distortions
also extends to professionals in therapy (Fortune and
Goodie, 2012). Therapies such as cognitive be-
havioural therapy (Day, 2017) makes patients com-
pare their thoughts, feelings and behaviours with the
sources that provoke them, but it is necessary to detect
this reasoning influenced by cognitive distortions.

When a cognitive distortion is detected during a
conversation or in a written text, in order for the per-
son to be aware of his cognitive bias, it is important
to be able to specify how it has occurred. For this
reason, the recognition of cognitive distortions is es-
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sential for a correct diagnosis, but also to personalize
the therapy according to the distortion detected. One
of the most commonly used classifications in psychia-
try divides the cognitive distortions into different cat-
egories (Hossain, 2009) each of which represents a
distinct pattern of irrational thinking that influences
how people interpret and respond to their environ-
ment. However, it is important to note that even the
most experienced psychologists often hesitate to as-
sign a cognitive distortion to one of these categories.

An experienced therapist may detect more cogni-
tive distortions in his or her patient than an inexperi-
enced one, but there will still be distortions not recog-
nised by the therapist. Moreover, the therapist will
only be able to recognise the distortions that appear
during his or her conversation with the patient. In
this type of scenario, a cognitive distortion recogni-
tion system can serve as an aid for the therapist during
his or her sessions with patients, but also as a tool to
detect distortions that occur without the presence of
the therapist. The ability to analyze natural language
makes Large Language Models (LLMs) a powerful
tool to aid in the diagnosis and treatment of patients.
Specifically, LLMs can be a very useful tool due to
their ability to analyse natural language (Annepaka
and Pakray, 2024). Moreover, the multimodal capa-
bilities of LLMs could allow them for the detection
of cognitive distortions in speech or writing. For ex-
ample, a multimodal LLM could recognise cognitive
distortions by analysing the audio of conversations in
which the patient participates, or texts written by the
patient on their social networks. But for a cognitive
distortion recogniser to work in any of these circum-
stances, it needs to be deployed on a mobile device
with less computational capacity than the large com-
puting clusters where LLMs are usually run.

This raises the questions: Are LLMs capa-
ble of meeting these requirements? And, could a
lightweight version fulfill this task? Addressing these
questions, in this study we aim to evaluate whether
LLMs of different families and sizes are currently
capable of performing this task as hypothesized, or
if there are indications that they might achieve this
with future research and advancements. To this end,
we are going to perform a cognitive distortion de-
tection test on a corpus derived from the Therapist
Q&A dataset, which includes annotated interactions
between patients and therapists. This dataset is par-
ticularly appropriate for our study as it aligns closely
with the real-world challenge of identifying cognitive
distortions in patient-therapist conversations.

2 RELATED WORK

Advances in natural language processing (NLP) and
machine learning let us account for cognitive distor-
tions in texts. Prior research has explored the utility of
machine learning in identifying cognitive distortions
in mental health texts (Shickel et al., 2020; Simms
et al., 2017), social media (Alhaj et al., 2022), jour-
naling texts (Mostafa et al., 2021), and in medical dia-
logues between physicians and patients (Shreevastava
and Foltz, 2021; Tauscher et al., 2023; Ding et al.,
2022). Although previous studies into cognitive dis-
tortions have yielded promising results with regard to
their detection (binary classification), they have en-
countered less favourable results when attempting to
categorize multi-class cognitive distortions. Few an-
notated datasets on cognitive distortions exist, and re-
searchers frequently create their own tailored to their
needs and cultural context.

In contrast, the use of LLMs in classifying cogni-
tive distortions remains a relatively unexplored area.
For example, the study in (Wang et al., 2023) com-
pares the performance of fine-tuned pre-trained mod-
els with ChatGPT in few-shot and zero-shot learning
scenarios. The authors introduce the C2D2 dataset,
a Chinese dataset designed to address the lack of
research resources on cognitive distortions, cover-
ing seven classes: All-or-nothing thinking, Emotional
reasoning, Fortune-telling, Labeling, Mind reading,
Overgeneralization, and Personalization. They fine-
tune various Chinese pre-trained language models
(BERT, RoBERTa, XLNet, and Electra) and evalu-
ate ChatGPT’s performance in these scenarios. Re-
sults show that while the pre-trained models per-
formed well, ChatGPT’s performance did not match
that of the fine-tuned models, even in the few-shot
learning setting. Another interesting approach can be
found in (Shickel et al., 2020). The authors present a
machine learning framework for detecting and clas-
sifying 15 cognitive distortions using two datasets:
CrowdDist (from crowdsourcing) and MH (from a
therapy program). CrowdDist contains 7,666 text re-
sponses from 1,788 individuals sourced via Mechani-
cal Turk, where workers provided personal examples
of distorted thinking. MH consists of 1,164 annotated
journal entries from TAO Connect2, an online ther-
apy service for college students. After testing var-
ious algorithms, logistic regression emerged as the
best model. For CrowdDist, the model achieved a
weighted F1 score of 0.68. The MH model failed to
predict seven distortions, highlighting challenges in
smaller, unbalanced datasets. Random chance accu-
racy was 0.06.

In (Simms et al., 2017), several personal blogs
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were collected from the Tumblr API, labeled, and
then analyzed with the software Linguistic Inquiry
and Word Count (LIWC). Of the 459 posts, 207
(45.1%) were labeled as distorted and 252 (54.9%)
as undistorted. The LIWC and hand-labeling yielded
a vector for each post. These 459 vectors constituted
the training data for the machine learning approach.
The best results were obtained with a combination of
RELIEF (Kira and Rendell, 1992; Kononenko, 1994)
and logistic regression. The findings show that it is
possible to detect cognitive distortions automatically
from personal blogs with relatively good accuracy
(73.0%) and a false negative rate (30.4%).

The work presented in (Alhaj et al., 2022) intro-
duces a machine learning approach to classify five
cognitive distortions (Inflexibility, Overgeneraliza-
tion, Labeling, Emotional Reasoning, Catastrophiz-
ing) in Arabic Twitter content. The authors enhance
classification by leveraging a transformer-based topic
modeling algorithm (BERTopic) built on AraBERT.
The dataset includes 9,250 annotated texts (6,940 for
training and 2,310 for testing). Multiple classifiers
were tested, including decision trees, k-nearest neigh-
bors, support vector machines, random forest, ex-
treme gradient boosting, stacking, and bagging. Re-
sults demonstrated that the enriched features from
topic modeling significantly improved classifier per-
formance.

The study in (Shreevastava and Foltz, 2021) con-
siders ten classes of cognitive distortions: Emotional
reasoning, Overgeneralization, Mental filter, Should
statements, All-or-nothing thinking, Mind reading,
Fortune-telling, Magnification, Personalization, and
Labeling. The “Therapist Q&A” dataset was pro-
cured from the Kaggle crowdsourced repository (Sec-
tion 3). The study compares five algorithms (logistic
regression, support vector machines, decision trees,
k-nearest neighbors with k=15, and multi-layer per-
ceptron) in detecting cognitive distortion. SVM with
pre-trained S-BERT embeddings had the best results
with an F1 score of 0.79. However, the detection of
the specific type of distortion yielded less favorable
results. None of the algorithms achieved a weighted
F1 score above 0.30.

Finally, in (Tauscher et al., 2023), the authors ex-
plored the potential of NLP methods to detect and
classify cognitive distortions in text messages be-
tween clinicians and individuals with serious men-
tal illness. The goal was to assess if NLP meth-
ods could perform as well as clinically trained hu-
man raters. Data from 39 clients diagnosed with
various mental health disorders was collected be-
tween 2017 and 2019. Five cognitive distortion types
were annotated by clinically trained raters, with mes-

sages often labelled with multiple distortions. Co-
hen’s kappa for annotator agreement was 0.51. The
study used Logistic Regression (LR), Support Vector
Machine (SVM), and BERT models for multi-label
binary classification. BERT outperformed LR and
SVM, achieving similar performance to clinical ex-
perts for most distortion types, except for “should-
statements” and “overgeneralization”. The study was
further improved by (Ding et al., 2022), which ad-
dressed poor classification performance for less fre-
quent distortions by using data augmentation and
the domain-specific pretrained model, MentalBERT.
MentalBERT delivered the best results, particularly
for dominant distortion classes, though data augmen-
tation methods varied in effectiveness depending on
distortion frequency.

As previously highlighted, there has been limited
investigation into the use of LLMs for cognitive dis-
tortion classification. While the study by (Wang et al.,
2023) offers an initial comparison between ChatGPT
and more traditional fine-tuned models, it is focused
on a single proprietary text-generating model. In our
work, we extend this perspective by evaluating mul-
tiple LLMs from different families, architectures, and
parameter sizes. Moreover, we include open source or
freely available models that can be used on our own
hardware. In this way we can explore the differences
between LLMs and emphasize their accessibility and
potential for practical applications in clinical and re-
search settings.

3 LLMs FOR DETECT
COGNITIVE DISTORTIONS

The advancements in LLMs have opened new pos-
sibilities for complex natural language processing
tasks, including those tasks relevant to mental health
and cognitive analysis. The following sections de-
scribe the methodology applied to evaluate the per-
formance of selected LLMs in a cognitive distortions
recognition task.

3.1 Methodology

3.1.1 Cognitive Distortions Recognition Task

The goal of the task is a classification of text mes-
sages from users who can present some kind of cog-
nitive distortion into one of the 10 predefined cate-
gories of cognitive distortions. It should be noted
that this is a major challenge due to the overlap be-
tween the different classes of cognitive distortions de-
fined in the psychological literature (Yurica and DiT-
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omasso, 2005). Additionally, the complexity of nat-
ural language often leads to ambiguous cases, where
messages could reasonably belong to more than one
category. This leads to subjectivity playing an impor-
tant role when features of different distortions can be
noted in a message. For instance, Emotional Reason-
ing and Fortune-telling can both involve assumptions
about future outcomes, while Overgeneralization and
Labeling may both rely on broad or reductive state-
ments. This also makes the inter-annotator agreement
low and therefore, the result that can be obtained from
an automatic classification is limited.

In this study, classification will be performed on
the 10 classes of cognitive distortions present in the
dataset:

• Emotional reasoning: formulating arguments
based on feelings rather than objective reality.

• All-or-nothing thinking (polarized thinking): in-
terpreting events and people in absolute terms
such as “always”, “never”, or “everyone”, with-
out justification.

• Overgeneralization: drawing broad conclusions
from isolated cases and assuming their validity in
all contexts.

• Mind reading: assuming others’ intentions or
thoughts without empirical evidence.

• Fortune-telling: predicting future events with
certainty, often emphasizing negative outcomes
while ignoring available evidence.

• Magnification: exaggerating the worst possible
outcomes or downplaying the severity of a situa-
tion, imagining it as unbearable when it is merely
uncomfortable or inconvenient.

• Should statements: imposing rigid rules on one-
self or others, often leading to feelings of frustra-
tion or inadequacy.

• Labeling: assigning a generalized and often neg-
ative label to oneself or others, typically using the
verb “to be”.

• Personalization: assuming responsibility for
events or believing that others’ actions are directly
related to oneself, whether positively or nega-
tively.

• Mental filter: obsessively focusing on a single
negative aspect to the exclusion of all other quali-
ties or circumstances.

A brief description of these can be found in the
dataset repository or in their original article (Shreev-
astava and Foltz, 2021). In addition, the annotators
of this dataset identified the part of the whole mes-
sage that they considered the cognitive distortion to

be manifested. For this study, we considered using
the part containing the cognitive distortion of the mes-
sages.

Due to the overlap between classes, in the dataset
used, annotators were asked to always label the dis-
tortion they found dominant in the text, but they also
had the possibility to annotate a secondary cognitive
distortion when they thought it relevant. Thus, the
evaluation criteria followed in this study consider a
prediction correct if it matches either the dominant or
the secondary distortion.

3.1.2 Prompt Building

When using text-generating LLMs for specific tasks,
the methodology used in constructing the prompt is
very important. The prompt is the instructions to be
followed by the model to perform the specific task and
to structure the output in a certain way. This prompt
and the text to be classified is the input received by
the models. The performance of the model on the task
will be greatly influenced by the prompt constructed
and used, as it is what guides the model in construct-
ing its response.

To guide the classification process, the prompt in-
cludes:

• Task Contextualization and Role Definition: The
prompt begins by defining the role of the LLM as
a Cognitive Distortion Classifier with the knowl-
edge of an expert psychologist. A brief explana-
tion of what cognitive distortions are and their rel-
evance is provided to contextualize the task.

• A task description: The models are instructed to
identify the most dominant distortion present in a
hypothetical message from a dataset, emphasizing
that only one category should be selected.

• A comprehensive list of cognitive distortion cat-
egories: Each category is defined with examples
to illustrate its application. This serves as both a
taxonomy and a guide for the models to differenti-
ate between similar distortions. The definition of
each cognitive distortion is the one given by the
authors of the dataset in the repository, to use the
same ones on which the annotation was based.

• Output specification: The desired response format
is explicitly defined as a JSON object containing
only the category of the identified distortion.

This structured approach was applied consistently
across all LLMs evaluated, ensuring comparability in
their outputs. The prompt also incorporates examples
of messages for each cognitive distortion category,
further clarifying distinctions and reducing ambigu-
ity for the models. This design aimed to maximize
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the models’ ability to recognize the subtle differences
between overlapping categories, such as Overgeneral-
ization and Mental Filter, or Fortune-telling and Emo-
tional Reasoning.

3.1.3 Computational Resources

To evaluate text-generating LLMs for the classifica-
tion of cognitive distortions, the experiments in this
study were conducted using a high-performance com-
puting setup. The hardware resources employed in-
cluded an NVIDIA A40 GPU with 48GB VRAM,
an AMD EPYC 7453 processor with 28 cores, and
512GB of RAM. This configuration ensured efficient
processing and evaluation of the large-scale models
tested in this study.

3.1.4 Dataset

In this study, we evaluate the capability of text-
generating LLMs in detecting cognitive distortions
within patient-therapist interactions. To achieve this,
we use an annotated dataset derived from the pub-
licly available Therapist Q&A dataset1, which con-
tains anonymized question-and-answer exchanges be-
tween patients and licensed therapists. Each patient
input typically describes their situation, symptoms,
or thoughts, which are then addressed by a thera-
pist’s response. The Therapist Q&A dataset was la-
beled with ten cognitive distortions as described in
Section 3.1.1. This dataset comprises 2,530 anno-
tated samples of patient inputs, each accompanied
by a dominant distortion label, and in some cases,
an optional secondary distortion. The labels cor-
respond to ten common cognitive distortions iden-
tified in Cognitive Behavioral Therapy (CBT): All-
or-nothing thinking, Overgeneralization, Mental fil-
tering, Should statements, Labeling, Personalization,
Magnification, Emotional reasoning, Mind reading,
and Fortune-telling. If no cognitive distortion was
detected in a sample, it was labeled as “No distor-
tion”. Annotators were also tasked with highlighting
specific sentences in the patient inputs that indicated
the presence of distorted reasoning, providing crucial
context for interpretation.

3.1.5 Selected LLM Models

In this section, we present the LLMs chosen for our
comparative study on detecting cognitive distortions
in text user messages. The selection criteria priori-
tized relevance, backing by reputable organizations,

1https://www.kaggle.com/datasets/arnmaud/
therapist-qa

and performance in tasks such as reasoning, text com-
prehension, and instruction adherence. To ensure a
balanced evaluation, we included models of varying
sizes, architectures, and intended use cases. Includ-
ing diversity allows us to analyze how different con-
figurations impact the models’ ability to address the
nuanced task of detecting cognitive distortions.

The models chosen in this work are:

• Google’s Gemma 2 family (Riviere et al., 2024)
includes compact models optimized for NLP and
text generation tasks. For this study, we used the
2B and 9B parameter models. They have 8k to-
ken context window and are trained on diverse
datasets, balancing computational efficiency with
ethical safeguards to minimize risks and biases.

• Meta’s Llama 3 series (Grattafiori et al., 2024)
provided distinct subsets. From the Llama 3.1
family, we selected the 8B and 70B parameter
models, designed for high-performance environ-
ments. The smaller 1B and 3B models from the
Llama 3.2 family, optimized for constrained set-
tings, were also included. Notably, Llama 3.2
leverages knowledge distillation from larger mod-
els, and both series support a 128k token con-
text window, except in the quantized versions of
Llama 3.2 models.

• The Mistral AI models (Jiang et al., 2023) in-
cluded were the Ministral 8B and the Mistral
NeMo (12B). The Ministral 8B is a compact, mul-
tilingual model optimized for low-latency tasks,
while the NeMo (12B) excels in reasoning and
supports over 100 languages. Both models feature
a 128k token context window, offering flexibility
for long-context tasks.

• From Microsoft’s Phi-3 family (Abdin et al.,
2024), we selected two models. The Phi-3.5 Mini
(3.8B) supports a 128k token context and is well-
suited for multilingual reasoning tasks. The Phi-3
Medium (14B), though limited to a 4k token con-
text, performs exceptionally in logic and math-
related benchmarks, particularly in English.

• Finally, we selected several models from Alibaba
Cloud’s Qwen 2.5 series (Yang et al., 2025), par-
ticularly the variants of parameters 1.5B, 3B, 7B
and 14B. While the smaller models (1.5B and 3B)
handle structured tasks within a 32k token con-
text, the larger variants (7B and 14B) support up
to 128k tokens. These models excel in generat-
ing structured outputs such as JSON, along with
advanced reasoning.
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4 RESULTS

This section presents the evaluation results obtained
in our study for the selected models in the task of de-
tecting cognitive distortions in users’ messages. The
results, detailed in Table 1 and Figure 1, show clear
trends related to model families and parameter sizes.

The Gemma 2 models showed a predictable rela-
tionship between size and performance. The smaller
Gemma-2-2B achieved modest results with 0.2 accu-
racy and an F1 score of 0.15. In contrast, the larger
Gemma-2-9B performed significantly better, reaching
0.33 accuracy and 0.25 F1. This highlights the scala-
bility of this model family.

In the Llama family, improvements were also tied
to size. Llama-3.2-1B performed at the lower end,
with 0.11 accuracy and 0.09 F1. However, Llama-
3.2-3B, showed notable progress, achieving 0.23 and
0.19, respectively. Llama-3.1-8B matched Gemma-2-
9B with 0.33 accuracy and 0.28 F1. At the top of the
family, Llama-3.1-70B emerged as the overall leader
achieved 0.39 accuracy and 0.35 F1, underscoring its
capacity for complex tasks.

The Mistral series maintained solid and consis-
tent performance across models. The Ministral-8B
improved slightly on the Mistral-7B, achieving 0.29
accuracy and 0.25 F1. Meanwhile, the larger Mis-
tral Nemo (12B) reached 0.37 accuracy and 0.31 F1,
demonstrating its strength in handling nuanced tasks
despite not being the largest model overall.

Microsoft’s Phi-3 models delivered competitive
results. The Phi-3.5 Mini (3B) stood out with 0.3 ac-
curacy and 0.24 F1, surpassing some larger models in
other families. Interestingly, the Phi-3 Medium (14B)
achieved very similar results, with 0.32 accuracy and
0.27 F1 suggesting this time that differences in train-
ing or architecture may be an important factor in tasks
such as the one proposed in this study.

The Qwen 2.5 models, like most, showed steady
progress with size and competitive results in general.
The smallest, Qwen-2.5-1.5B, achieved 0.17 accu-
racy and 0.1 F1. Larger models, such as the 3B and
7B variants, saw performance jump to 0.21/0.16 and
0.32/0.35, respectively. The largest model, Qwen-2.5-
14B, joined the top tier with 0.4 accuracy and 0.42 F1,
emerging as the overall leader. making it one of the
most effective in the study.

Across all results, Llama-3.1-70B and Qwen-2.5-
14B led the group. However, small-sized and mid-
sized models like Phi-3.5 Mini (3B) and Mistral
Nemo (12B) also deserve recognition for their com-
petitive performance relative to their size and effi-
ciency.

5 DISCUSSION

The results of the study have shown several interest-
ing insights. Despite not being trained for the recog-
nition of cognitive distortions, and for this reason
achieving relatively modest performance, the results
obtained by the LLMs in this study are promising.
These results demonstrate the potential of LLMs to
identify patterns indicative of cognitive distortions,
even without task-specific optimization and suggests
that, with appropriate fine-tuning, they could become
valuable tools.

A first insight is that within the same family of
models, where the models follow a similar structure
and training, a clear trend is detected in which the re-
sults for the cognitive distortion recognition task im-
prove with the increase in size of the models. For
instance, within the Llama family, the 70B model
achieved the highest results, significantly surpassing
its smaller counterparts. Similarly, the Qwen-2.5-14B
model delivered outstanding results, well above the
rest of the Qwen models. This confirms that the bet-
ter ability of the larger models to detect more subtle
nuances in texts is linked to a better understanding of
mental health issues and therefore, to the classifica-
tion of cognitive distortions. On the other hand, it is
also evident that differences in model architectures or
training are also related to better model performance
and better outcome on this task. This is well exempli-
fied by the Phi3.5 mini model, which not only outper-
forms models in the same size range (3B parameters),
but also approaches and even outperforms some of the
medium-sized models in this experiment, as Minis-
tral with 8B. A noteworthy feature of Phi3.5 is that
its training is oriented toward reasoning, logic, and
mathematics. This focus could have made it more
effective in identifying implicit patterns and under-
lying relationships in texts. This could be prepared
this model better to detect relevant nuances in texts
with cognitive distortions, where subtle differences in
language may be decisive. A similar pattern can be
found in the Qwen 2.5 model series, with Qwen 2.5
14b outperforming Llama 70b, whose training em-
phasized knowledge, coding and mathematics. This
suggests that efficient architectures and specialized
training can enhance performance, offering alterna-
tives to relying solely on increased parameter counts.
Therefore, for applications such as the recognition of
cognitive distortions, smaller but specialized model
could offer superior performance compared to larger
and more generalist models.

Another insight is that the smallest models, such
as Llama-3.2-1B and Qwen-2.5-1.5B, had difficulty
capturing the complexity of the task, probably due
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Table 1: Performance of Models. The metrics are obtained through macro-averaging.

Model Size Accuracy F1 Recall Precision

gemma-2-2b-it 2b 0.20 0.15 0.17 0.40
gemma-2-9b-it 9b 0.33 0.25 0.29 0.28
Llama-3.2-1B-instruct 1b 0.11 0.09 0.11 0.12
Llama-3.2-3B-instruct 3b 0.23 0.19 0.20 0.27
Llama-3.1-8B-instruct 8b 0.33 0.28 0.31 0.36
Llama-3.1-70b-instruct 70b 0.39 0.35 0.37 0.41
Mistral-7B-Instruct-v0.3 7b 0.23 0.20 0.19 0.32
Ministral-8B-Instruct-2410 8b 0.29 0.25 0.28 0.45
Mistral-Nemo-Instruct-2407 12b 0.37 0.31 0.35 0.52
Phi-3.5-mini-instruct 3b 0.30 0.24 0.27 0.33
Phi-3-medium-4k-instruct 14b 0.32 0.27 0.28 0.33
Qwen2.5-1.5B-Instruct 1.5b 0.17 0.10 0.15 0.23
Qwen2.5-3B-Instruct 3b 0.21 0.16 0.19 0.20
Qwen2.5-7B-Instruct 7b 0.32 0.35 0.35 0.38
Qwen2.5-14B-Instruct 14b 0.40 0.42 0.43 0.50
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Figure 1: Performance of models on the cognitive distortions classification task. The results include accuracy, F1, recall
and precision metrics, showing the impact of model size and family on task performance. The metrics are obtained through
macro-averaging.

to their limited capacity and contextual understand-
ing. Although these models are efficient, their per-
formance highlights trade-offs between resource con-
straints and task-specific requirements. Therefore, to
use these types of models in edge computing we need
to find a balance between reduced size and speed ver-
sus the performance of the model on the task. This
balance can come from approaches such as Phi3.5
mini, which has achieved remarkable results while be-
ing lightweight. This size of the models seems like a
good option to tune them and help them achieve bet-

ter results without compromising that they can run on
the device.

A critical common limitation of the dataset for
cognitive distortion recognition and task itself was
confirmed by this study: the subjectivity inherent in
the annotation of cognitive distortions. This is evi-
denced by the frequently low inter-annotator agree-
ment (33.7% in the case of the dataset used), reflect-
ing the overlap of cognitive distortion categories. For
example, statements classified as “emotional reason-
ing” may also correspond to “fortune-telling” depend-
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ing on interpretation. The ambiguous nature of the
task poses significant challenges and limits the maxi-
mum achievable performance of an automatic classi-
fication with the models. This highlights the need to
redefine the different categories or to improve the de-
sign of the datasets and the task itself. For example,
providing clearer guidelines for annotation or explor-
ing multi-label classification approaches could help
mitigate this problem.

The results suggest several implications for prac-
tical applications. Larger models such as Llama-
3.1-70B and Qwen-2.5-14B are well suited for
high-resource environments, delivering state-of-the-
art performance. However, efficient models such
us Phi-3.5 Mini offer promising alternatives for
resource-constrained settings, especially when paired
with task-specific optimizations.

6 ETHICS

The integration of LLMs in clinical mental health ap-
plications, such as the proposed classification of cog-
nitive distortions, presents major challenges in terms
of ethics and ensuring patient safety and privacy. On
the one hand, too much reliance on these systems car-
ries the risk of misdiagnosis or therapeutic recom-
mendations due to possible misclassification of the
models. These could appear due to imbalances in the
training data, which could cause these systems to be
affected by biases. Therefore, these systems should
be a complementary aid for professionals and not a
substitute for their clinical expertise. Another risk is
in the training of the models, as they may memorize
personal and sensitive patient data from the conver-
sations used as examples for the models. Therefore,
strict privacy protections, such as data anonymization
and on-device processing, must be applied.

7 CONCLUSIONS AND FUTURE
WORK

In this paper we have proposed the use of text-
generating LLMs as classifiers of cognitive distor-
tions, because of their potential to analyze and ex-
tract details and patterns from texts. Although these
models originated on a large scale and needing a
great computational power, smaller and more efficient
models are being developed, which give us the oppor-
tunity to use their benefits in the analysis and genera-
tion of natural language, as well as their great versa-
tility to adapt to different tasks, in environments with

more limited resources or even on device.
In our experiments, larger models demonstrated

generally superior performance, confirming that in-
creased model size enhances the ability to cap-
ture nuanced text features relevant to mental health
tasks. However, the results also provide evidence that
smaller models may have an interesting trade-off be-
tween efficiency and performance. In addition, some
models have been shown to have similar or better per-
formance for the task than larger models, which sug-
gests that there are other very influential factors such
as the training focus.

In future work, fine-tuning an LLM specifically
for the task of detecting cognitive distortions presents
a promising way for improvement, as the models
in this study were not trained for this specific task,
but were based on their general-purpose capabilities.
Fine-tuning could significantly improve the perfor-
mance of the models by better adjusting them to the
nuances of this domain. This approach is likely to be
especially beneficial with small models, such as Phi-
3.5 Mini or Llama-3.2-3B, which demonstrated com-
petitive performance despite their size, as we could
obtain competitively performing classifiers that are
lightweight and fast. In addition, improving the qual-
ity of the dataset remains a key area of future work.
A more precise definition of the different categories
of cognitive distortions or the adoption of multi-label
classification frameworks could solve the problem of
label overlap and ambiguity.
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