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Abstract: This paper concerns 3D object recognition from vision. In our robotics context,an object must be recognized
and localized in order to be grasped by a mobile robot equipped with a manipulator arm: several cameras
are mounted on this robot, on a static mast or on the wrist of the arm. The use of such a robot for object
recognition, makes possible active strategies for object recognition. This system must be able to place the
sensor in different positions around the object in order to learn discriminant features on every object to be
recognized in a first step, and then to recognize these objects before a grasping task. Our method exploits
the Mutual Information to actively acquire visual data until the recognition, like it was proposed in works
presented in (Denzler and Brown, 2000) and (Denzler et al., 2001): color histogram, shape context, shape
signature, Harris or Sift points descriptors are learnt from different viewpoint around every object in order to
make the system more robust and efficient.

1 INTRODUCTION

Object recognition is a task that a human being car-
ries out in an instinctive way. Many factors make
difficult such a task: illumination conditions, relative
camera-object positions, occlusions, etc. So, endow-
ing a robot of this capability is not easy.

Many researchers in Computer Vision have
worked in this topic, providing many publications.
During the last decade, many improvements have
been provided by the appearance-based methods.
Lowe et al. (Lowe, 1999; Lowe, 2001) propose to ex-
ploit points extracted from images because their pho-
tometric properties are invariant with respect to small
camera motions: such points are extracted by Differ-
ences of Gaussians (DOG) or other scale-invariant de-
tectors (e.g. the Scaled Salient Patches of Kadir), and
then are characterized by a descriptor: the SIFT one
has been proven to be the more discriminant. Hebert
et al. (Johnson and Hebert, 1996) (Zhang and Hebert,
1996) have developed an approach for object recogni-
tion, using Spin Images, i.e. a map of images acquired
when a camera is moved around an oriented point.
Fergus et al. (Fergus et al., 2003) and Ke et al. (Ke
and Sukthankar, 2004) have proposed independantly
PCA methods in order to improve the original Lowe
approach based on SIFT descriptors.

In the Computer Vision community, the typical
strategy consists in exploiting only one image in or-
der to recognize an object. Using robots to move sen-
sors, allows active recognition methods, since the sys-
tem can place the sensor in the scene in function of
the current status of the recognition process, i.e. of
what has been perceived and understood from previ-
ous images. In (Trujillo-Romero et al., 2004), we pro-
posed an active recognition method based on the mu-
tual information, by exploiting only color attributes of
the analyzed objects. In (Jonquires, 2000), we pro-
posed another active strategy for the recognition and
the localization of polyhedral objects from a camera
mounted on the wrist of a manipulator: Bayesian Be-
lief Networks (BBN) was built during a preliminary
step, to learn (1) how to select the best strategies along
the recognition step, (2) the best perceptual groupings
to provide hypothesis from an initial image and (3) the
best camera positions to verify these hypothesis from
next images.

Our problem concerns the recognition and local-
ization of objects to be grasped by a robot: objects
must be recognized by the system shownoin figure 1;
learning and recognition functions must be performed
on line, in a human environment, typically at home,
where illumination conditions cannot be controlled.
The illumination variability makes non efficient ap-
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Figure 1: Our robotic system.

Figure 2: Flow diagram of object recognition system.

proaches of object recognition based on the color. It
is the reason we must incorporate more attributes, ad
specially invariant ones.

Our experimental setup and a typical recognition
scenarios will be described first in section 2. Then the
section 3 will present the main visual and decisional
functions integrated in our system, e.g. feature extrac-
tion, hypothesis generation and verification. Experi-
mental results will be commented in section 4, and
finally conclusions and future works will be proposed
in section 5.

2 ROBOTICS CONTEXT

2.0.1 Typical Scenario

Our robot has to execute the recognition task, us-
ing embedded sensors to acquire data, and motions
to improve the recognition efficiency. The general

robotics application concerns the Companion Robot,
as it was called in the COGNIRON project 1 , i.e. a
Robot used at home by a Human, typically an elder
or disabled person, in order to execute services, like
Search Object, Pick and Place Object, Give Object
to User. . . The execution of such services involve the
integration of many functions in the embedded sys-
tem, i.e. navigation, docking, manipulation, docking,
object perception, user perception, planning. . . These
function executions are supervised by a decisionnal
level.

Our Companion robot will execute a global sce-
nario in an autonomous way, but always with the ca-
pability to interact with a Human. Let us describe a
partial scenario centered on object recognition: one
or several objects have been set on a table. Our cu-
rious robot decides to recognize these objects; at first
it will detect that Something has been set on the ta-
ble. Something is coarsely localized from a camera
providing a large view of the environment, i.e. on our
testbed, the stereo system mounted on the mast. It will
compute an initial docking position near the table at
a distance of 80cm approximately from Something. It
controls the arm to put Something in the view filed of
the cameras. Then in a first step the system executes
the Recognition function, with two possible results:
(1) if it fails in identifying what is there, even after
several motions to evaluate different viewpoints, the
robot interprets that it is a new object that must be
learnt on line. (2) if it succeeds in recognizing one or
several objects, at least an object-based environment
model is updated, or the robot task continues depend-
ing on the global scenario.

So two steps have to be executed on line. At first,
the robot must build an appearance-based representa-
tion of every object to be recognized, learning global
or local characteristics on every view of every object;
it is assumed here that objects are isolated when they
are learnt. Afterwards, the robot will have to recog-
nize learnt objects, either isolated or grouped in an
object bunch; global attributes are only useful for sim-
ple scenes with isolated objets; local attributes are re-
quired if objects could be partially occluded by other
ones.

During learning or recognition steps, it is manda-
tory to distinguish the object from its background in
every image; the table has an uniform texture and
color, in order to make simpler the image segmen-
tation. The object can be placed anywhere on the ta-
ble, but by now, it is supposed that all the learning
or recognition steps could be executed from the same
docking position near the table: once docked, the mo-
bile platform stays in the same position until the task

1http://www.cogniron.org
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ends.

2.0.2 The Experimental System

Figure 1 presents the mobile manipulator; our exper-
iments are only based on the robotic arm and on one
camera mounted on the wrist. By now stereovision
is only used in order to acquire a dense geometrical
model of these objects; in the future we could make
profit of 3D characteristics extracted from stereo data
in the same framework. Moreover, it is assumed here
that the robot is docked along the table; in the future
the platform could be moved in order to reach some
view points or grasping position.

Our robot will have to grasp any object of com-
mon use: telephone, mug, cup, bottle . . . Figure 3
presents different objects that have been used to vali-
date our object recognition algorithm.

Figure 3: Objects to be recognized in our database.

3 SYSTEM DESCRIPTION

The learning and the recognition steps require the ex-
traction of characteristics from every image; they will
be recorded in a data base for the learning step, and
they will be compared with the recorded ones during
the recognition step. Figure 2 shows the flow diagram
for the object recognition system. In order to extract
characteristics from a view of the current scene, the
first problem concerns segmentation: how to separate
the object or an objects bunch from the background in
the image? Considering the table intensity is uniform,

the object silhouette can be easily found by a standard
active contour, initialized around the barycenter of all
edge points extracted in the image: this method as-
sumes that few edge points are extracted on the table.
Figure 4 gives a segmentation result with an isolated
object on the table.

Figure 4: Objet segmentation for processing.

3.1 Learning Step

During the learning step of a class Ck, an object of
this class is put alone on the table. Appearance-based
characteristics must be learnt for all possible view
point on the object. So, our camera is placed on pres-
elected positions on a semisphere centered on the ob-
ject. The learning trajectory of the camera is precal-
culated using a classical spherical discretization from
an inscribed icosahedron: the advantage of this type
of discretization is that the selected vertices on the
sphere are equidistant. Every discretized vertex on
which the optical center of the camera will be placed,
has six neighbours; the camera will be only placed on
reachable positions on the semisphere, with respect to
the arm model.

On every view, characteristics are evaluated on
pixels inside the object silhouette. It is known from
(Denzler et al., 2001) and (Trujillo-Romero et al.,
2004), that color histograms are not discriminant
enough, so it is proposed to characterize also an object
view by the silhouette (shape signature), edge points
(shape context) and interest points (Harris and Sift).

The shape signature gives a representation of a
closed contour with respect to its barycenter. Shape
signatures are commonly used as a fast indexing
mechanism for shape retrieval. Since an object will
be learnt from many images, only a raw image sig-
nature is extracted from the object silhouette, with a
normalized radius for exemple 0,10,20...deg, gener-
ating a shape signature as a vector of 36 elements.

According to Belongie et al. (Belongie et al.,
2002), shape context is the relative distribution of
points in the plane relative to each point on the shape.
In our case, in order to save computation time, the dis-
tance and orientation histograms are built only with
respect to the barycenter of all edge points inside the
object silhouette. We can take, by exemple, three bins
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for the radius and eight bins for the orientations, gen-
erating a shape context of 24 elements.

The silhouette presented on figure 4 defines an in-
terest area: the figure 5 shows different characteristics
extracted on this area.

(a) Shape Context (b) Shape signature

(c) Sift points (d) Harris points

(e) RGB histogram

Figure 5: Feature extraction of the Objet 1.

These new object characteristics are recorded in
the robot database. Because every object is learnt
through several views (typically, more than 50), it is
represented by a set of conditional probability density
functions (PDFs) p(O j|Ck,At), where O j is the ob-
served characteristic, Ck is the object class and At is
the camera position on the semisphere. A position At
can be encoded by the angle value of arm joints, ba-
cause the camera is mounted close to the end effector,
with a known hand-eye transform (especially, a tilt an-
gle of 22.5deg with respect to the effector reference
frame). So the set of camera positions correspond to
a set of discrete values for joint angles: each position
at is defined as:

At = (q0t ,q1t ,q2t ,q3t ,q4t ,q5t)T

where qi is the angle value for the joint i.
Characteristics O j are learnt from every position

At of every class Ck. Observations are given first by
five histograms representing (O1)(O2)(O3) the chro-
matic intensity extracted from the normalized (r,g,b)
components, (O4) edge points, represented by the

shape context and (O5) the silhouette, represented by
a contour signature. Every interest point is also rep-
resented by an array, the corresponding SIFT descrip-
tor; we extract both the Harris points and the DOG
ones.

Interest points are local and could be matched
even if the object is occluded; histograms are com-
puted in the whole interest area, are global, so that
they will be useful only if the object is seen alone.

Ip =

 Ir(p)
Ig(p)
Ib(p)

 =
1
n

n−1

∑
i=0

Ii

 Ir(i)
Ig(i)
Ib(i)

 (1)

For example, for the color attributes, equation 1,
Ip represents the mean of color features on an image
p. Ir,Ig,Ib are the normalized color values for each
pixel of that image. And n is the total number of pix-
els of the image. We use these values to compute the
probability of observing a given object characteristic
O j on an object from the class Ck when the camera
has been set to a given position At .

3.2 Recognition Step

This section presents the active strategy to cope with
3D object recognition. It is well known that ac-
tive perception is very efficient when a robot tries to
recognize an object. J.Denzler and C.Brown (Den-
zler et al., 2001) proposed to select successive sen-
sor configurations in order to identify from images,
objects known by characteristics recorded in a learnt
database. In the same way, mutual information will
be used here in order to reduce the uncertainty of the
recognition task. Let us note xt the state after t iter-
ations, of the recognition process applied on a static
scene.

At each iteration t, an action At is executed; it con-
sists in moving the camera on a new view point; so
actions and camera positions are noted At . From this
position a new observation ot will be extracted from
acquired data. Let us recall that the entropy on xt mea-
sures the uncertainty of a random experiment based
on xt . When exploiting a new observation ot on xt ,
the mutual information measures the impact of ot in
decreasing the uncertainty on xt . So the optimal ac-
tion At must optimize the mutual information between
xt and ot . It can be defined as:

I(xt ;ot |At) = H(xt)−H(xt |ot ,At) (2)
where H(·) denotes the entropy on a continuous dis-
tribution

H(xt) =−
∫

xt

p(xt) log p(xt)dxt (3)
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So, the mutual information is expressed by

I(xt ;ot |At) =
∫

xt

∫
ot

p(xt)p(ot |xt ,At)log
p(ot |xt ,At)

p(ot |At)
dotdxt

(4)
where p(ot |xt ,At) is the perception model, or the like-
lihood function to observe ot from the state xt , and
p(ot |At) is the probability to extract ot whatever the
state xt .

An optimal action A∗t that maximizes mutual in-
formation is given by

A∗t = maxAt I(xt ;ot |At) (5)

Then, the action At is executed (here the camera
is placed in the corresponding position), an image is
acquired from At , the true ot is extracted, and the state
estimate can be updated by the Bayes law:

p(xt+1 = p(xt |ot ,At) =
p(ot |xt ,At)p(xt)

p(ot |At)
(6)

So this iterative framework is applied in our active
recognition method. Let us begin with the simplest
scenario: an object from the learnt class k, is pre-
sented to the system. The camera is placed randomly
on an initial position A0, the first observation O0 is
made, and the firt update is made from equ.6. The
first optimal action is searched from equ. 5: here in
order to save time, the maximisation is done only on
the close positions from A0, typically on the 6 neigh-
bours.

Here distributions are discrete; if N classes, k ∈
1,n, have been learnt, then:

xt = (Pt,1,Pt,2....Pt,k....Pt,N)T (7)

where Pt,k is the probability that an object from the
class k is present in the analyzed scene. Initially,
without any contextual information, uniform proba-
bilities are assigned to each learnt class k,k = 1,N; so
P0,k = 1

N . At each step, probabilities Pt,k are updated
for all classes, reenforcing probability of possibles
ambiguous classes and in the other side, decreasing
probabilities for non similar classes. This procedure
iterates in a sequential way until that the probability
of the most probable class exceeds a given threshold.

4 EXPERIMENTS AND RESULTS

This section presents the evaluation of our method.
We used 8 different objects, shown in Figure 3. Ev-
ery object is learnt from a set of images acquired by
moving the camera on the semisphere. In Figure 6 we
can see severals images of the object that we use for
make this test.

Figure 6: Several images of the objet 1 in learning phase.

Then some more images are acquired to evaluate
our recognition approach. Let us consider four situa-
tions for testing our algorithm:

1. Only one known object in the scene.

2. The same situation, but with occlusions.

3. An unknown object is presented to system.

4. several known objects are put on the table, with
mutual occlusions.

4.1 Case 1: An Isolated Object

Images on figure 7 have been acquired from different
sensor positions during the recognition step. In these
images we can see that the object position is distinct
from that one in which the system learnt the object
features.

The graphic shown on figure 8 is the result of the
recognition step. We can observe the successive prob-
abilities of having an object of a given class on the im-
age. After the first image, the system generates three
hypothesis, on classes 1, 4 and 5, but after some im-
ages, new observations reenforce only the hood hy-
pothesis, and the object is classified in the class 1.

We have repeated this experiment about thirty
times for every object class presented on figure 3. We
obtained the matrix of confusion presented on table 1.
One can see very good recognition rates.
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Figure 7: Recognition of a known isolated object.

Figure 8: Recognition result for a known isolated object.

Table 1: Matrix of confusion.

Object 1 2 3 4 5 6 7 8
1 27 0 1 0 1 1 0 0
2 1 25 0 0 2 0 1 1
3 0 2 20 2 1 0 5 0
4 0 2 1 26 0 0 1 0
5 0 1 0 0 28 0 1 0
6 0 0 0 0 0 30 0 0
7 2 3 2 0 1 0 22 0
8 0 0 0 0 0 0 0 30

4.2 Case 2: A Partially Occluded Object

Now the system must recognize an learnt object but
with occlusions. The initial image is shown on fig-
ure 9. In these images an object from class 1 is par-
tially hidden by a big letter A.

The result of the recognition process is shown on
figure10. It is possible to observe the doubt of the sys-
tem since the noise introduced by the letter A, makes
the system believe that another object is on the table.
But when advancing in the recognition process the

Figure 9: Recognition of a partially occluded object.

system reenforces the hypothesis about the presence
of an object of class 1 in the scene, and the system
finally converges on the good solution.

Figure 10: Recognition result with a partially occluded ob-
ject.

4.3 Case 3: An Unknown Object

Now, the region Something extracted on the first im-
age, is the image of an unknown object. In order to
avoid errors on such a situation, we need to incorpore
a new class: the objet class NULL. If not, if the per-
ceived object has not been previously learnt, our sys-
tem could return an unpredictable answer according
to the features which have been extracted from the
image and the ones that have been learnt.

Thanks to the object class NULL, the system is
able to make the difference between an object learnt
in its database and another which looks like to this
one.

Figure 11 shows images acquired successively
on an unknown objectduring the recognition process.
Figure 12 shows how the system updates the proba-
bilities of the learnt classes along iterations. Initially
the system doubts between the object NULL and the
objects belonging to classes 3,5 and 6 for finally con-
verging to the obviousness that the object it sees, is
not similar to any one that have been learnt.
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Figure 11: Recognition of an unknown object.

Figure 12: Recognition result for an unknown object.

4.4 Case 4: Several Known Objects

Finally, let us consider a situation with several ob-
jects put down on the table, with mutual occlusions
depending on the camera position with respect to the
scene. Figure 13 shows the twelve successive images
(from left to right, and top to bottom) acquired on this
scene, until three objects have been recognized. On
the first line of figure 14, it supposes equal probabili-
ties 1/9 to find on the table either one object from the
eight classes or an unknown object. On the first im-
age, only two objects are seen: after the analysis of
this view on the second line of figure 14, the prob-
ability to have objects from classes 1 (Box), 5 Bottle
and NULL are higher: five images are sufficient in or-
der to confirm that an object of the class Box is in the
scene (the higher probability on the first column, line
six on figure 14).

Then, this objet class is inhibited: it means that
the system does not consider this class in the follow-
ing steps. It is the reason why on figure 14, the prob-
ability to have an objet from class 1 becomes 0 after
column 6. The system selects camera positions in or-

der to confirm that an object of class 5, the bottle, is
on the table (three images third line on figure 13. Af-
ter 9 images, the probability to have such an object
on the scene, is over a threshold and finally the three
last images allows to confirm that an object of class 7,
initially occluded, is also on the table.

Figure 13: Recognition with several objects.

Figure 14: Recognition result with several objects.

5 CONCLUSIONS AND
PERSPECTIVES

In this paper, an object recognition system has been
presented, providing good performances with a recog-
nition rate of 98%. This recognition rate is achieved
thanks to the active strategy to generate and verify hy-
pothesis moving the camera; failures could occur be-
cause our system is sensible to illumination changes.
More generally, our system fails when the object ap-
pearances change between images acquired during
the learning step and the recognition one. In such
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a situation, our system will generate oscillations be-
tween the actual object in front of our robot, and other
learnt object, close in the feature space. These oscil-
lations or the lack of convergence could be detected
at an higher level, so that a recovery action could be
performed, like for exemple, ask the user to remove
wrong hypothesis.

In a future work, several extensions of the pre-
sented approach are foreseen. Then stereovision will
be considered to add 3D characteristics in the object
descriptions.
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